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Profiling : perfcounters + barriers

Measurement:

● Timestamps
● GPU perfcounters 
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Profiling : perfcounters without barriers
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Thread traces

Log:

● Subgroup start/stop
● Draw start/stop
● Driver annotations
● Register writes
● Events

Radeon GPU Profiler
https://gpuopen.com/rgp/

$ RADV_THREAD_TRACE_TRIGGER=/tmp/sqtt %command%

$ touch /tmp/sqtt # Traces the next frame

# Frame in /tmp/*.rgp

https://gpuopen.com/rgp/


RGP Wavefront/Subgroup view
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Optimization Opportunity: State changes

● Max 7 draw states in flight

● Frequent state changes  cause stalls



Optimization Opportunity: Barriers

Vega 64 full occupancy = 164k invocations

-> GPU stalls are expensive



Optimization Opportunity: Barriers



Overhead

● Typical trace for AAA game is 0.5-1 GiB
● ~10% bandwidth overhead on top discrete GPUs

● Slower than timestamps without barriers
● Faster than replay tools



Bonus: Instruction Level Profiling

Log all instructions from 1 Compute Unit



TODO

Streaming performance counters

● Occupancy isn’t utilization
● Can sample perfcounters each ~100 ns
● No RGP support



Q & A


