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Host Bandwidth Manager (HBM) is a BPF based framework for managing per-cgroupv2 egress and ingress
bandwidths in order to provide a better experience to workloads/services coexisting within a host. In partic-
ular, HBM allows us to divide a host’s egress and ingress bandwidth among workloads residing in different
v2 cgroups. Note that although sample BPF programs are included in the BPF patches, one can easily use
different algorithms for managing bandwidth.

This talk presents an evaluation of HBM and associated BPF programs. It explores the performance of various
approaches to bandwidth management for TCP flows that use Cubic, Cubic with ECN or DCTCP for their
congestion control. For evaluating performance, we consider how well flows can utilize the allocated band-
width, how many packets are dropped by HBM, increases to RTTs due to queueing, RPC size fairness, as well
as RPC latencies. This evaluation is done independently for egress and ingress. In addition, we explore the
use of HBM for protecting against incast congestion by also using HBM on the root v2 cgroup.

Our testing shows that HBM, with the appropriate BPF program, is very effective at managing egress band-
widths regardless of which TCP congestion control algorithm is used, preventing flows from exceeding the
allocated bandwidth while allowing them to use most of their allocation. Not surprisingly, effectively man-
aging ingress bandwidth requires ECN, and preferably DCTCP. Finally, we show that using HBM is very
effective at preventing packet losses due to incast congestion, as long as we are willing to sacrifice some
ingress bandwidth.
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