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RISC-V QoS: CBQRI, RQSC and resctrl

QoS Background

Some of the next generation of RISC-V SoCs are expected to have QoS (Quality-of Service) functionality
to control and monitor the usage of resources such as cache capacity and memory bandwidth. The RISC-
V Quality-of-Service Identifiers (Ssqosid) extension [1] adds the srmcfg CSR to configure a hart with two
identifiers: a Resource Control ID (RCID) and a Monitoring Counter ID (MCID). These identifiers accompany
each request issued by the hart to shared resource controllers. RISC-V Capacity and Bandwidth Controller
QoS Register Interface (CBQRI) specification [2] allows resource allocation to be controlled and monitored.

Intel and AMD already have QoS features on x86 for many years. There is an existing user interface in Linux
the resctrl virtual filesystem [3]. There was a discussion session on resctrl at LPC 2023 led by Peter Newman

(4][5].

ARM has also introduced a similar QoS specification called MPAM (Memory System Resource Partitioning and
Monitoring) [6] and it is now present in some ARM64 server chips. The resctrl had the historical problem of
having been implemented in arch/x86. ARM kernel developer James Morse led a multi-year effort to decouple
resctr] from x86 and move it into fs. The final move happened in the 6.16 when fs/resctr] was recreated. James
is now working on upstreaming support for MPAM [7].

CBQRI and MPAM are much more flexible than the existing AMD and Intel QoS capabilities. For example,
resctrl MB resource implicitly assumes that memory bandwidth is the same as L3. Both James and I have tried
to take the path of only implementing the aspects of MPAM and CBQRI that ‘look like a Xeon’ [7]. This did
present an awkward situation for the CBQRI proof of concept [8] where extra L3 domains are created for each
memory controller so that the bandwidth can be monitored.

Open items to discuss

Resource types in resctrl
- Should a new resource type be added to resctrl to better fit CBQRI bandwidth controllers?
- Anything beyond cache and memory bandwidth? PCI bus, etc?

DT Bindings

- What should the DT bindings look like for capacity controllers and bandwidth controllers?

- The proof of concept had bindings that allowed a cache controller driver and memory controller as a tempo-
rary measure to allow the CBQRI code to be exercised

- Does anyone who is implementing CBQRI have any input on what DT bindings should be?

- Bigger question: do people actually care about DT?

- There is now support for the ACPI RQSC [9] table so it may be the case that everyone expects to use that
instead of DT?
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