regressions: our workflows
are the biggest enemy

‘ Thorsten Leemhuis
|




[1. maintainers summit
two days ago]
what was discussed and decided




a lot and nothing :-)

hard to summarize, but was a good discussion




Linus Is willing to ack

a few docs describing

what's expected from
developers and maintainers




Linus wants everything from current
cycle fixed by -rc6




Linus wants regressions
fixed quickly that hit
versions deemed for end users




Linus thinks -next not that important
for regression fixes

one or two days good idea for Cls!




[2. regzbot]

(my regression tracking bot)




halted development
a few months ago, to be precise




last big features not widely
announced yet




new feature:

support for monitoring iIssue
trackers from gitlab and github




new feature:

support for updating regzbot data
without replying to the report




new feature:

a few quality of life improvements;
more needed




miIssing
a few minor but kinda important things
that would be really useful

like adding something to the tracking
while posting a fix for the problem




missing
subsystem specific views
Into tracked regression

(reports & websites)




missing
better interactions with Cls




missing
a lot of other things people asked for




various reasons why
development was stopped

[for the moment]




future: should get better




|3. why do regressions happen]




because kernel developers
are human ;-)




because the kernel is mainly drivers
and thus hard to test




mainline: because fixing regressions
takes too long




[no silver bullet to solve this, as its
caused by various small issues that
on Its own look negligible]




stable: because stable team has
NO access to tests subsystem
maintainers usually run




stable: stable team unable to reliably
distinct fixes worth backporting from
those it should ignore




Everything you ever wanted to
know about Linux -stable
releases

Linux kernel management style

Researcher Guidelines

Dealing with bugs
Maintainer information

Other material

Core API
Driver APIs

<stable@vger.kernel.org> # see patch description, needs adjustments for

There furthermore is a variant of the stable tag you can use to make the stable team'’s backporting

Cc: <stablet+noautosel@kernel.org> # reason goes here, and must be present

Option 2

https://docs.kernel.org/process/stable-kernel-rules.html



stable: stable team unable
to distinct fixes worth prioritizing
from those better delayed




(LTSS N T I

Everything you ever wanted to
know about Linux -stable
releases

Linux kernel management style

Researcher Guidelines

Dealing with bugs
Maintainer information

Other material

Core API

RT3 AL)

Cc: <stable@vger.kernel.org> # after -rc3
e Point out known problems:

Cc: <stable@vger.kernel.org> # see patch description, needs adjustments for

There furthermore is a variant of the stable tag you can use to make the stable team’s backporting

https://docs.kernel.org/process/stable-kernel-rules.html



stable: because changes are
backported rather quicky




stable team has no simple way to
detect If fixes are part of a patch-set




stable team has no way to detect If
fixes implicitly depend on changes
mainlined earlier




[4. workflow problems]




most kernel developers
are doing a great job!




most kernel maintainers
are even doing a hell of a job!




many many thx to everyone
for their upstream work!




do not want to criticize
anybody's work In this talk




| want to point out
ISsues with *our process®




because no change or
not even discussing It properly
due to fear of downsides
leads to downfalls of empires




"workflows are the biggest enemy"




"workflows are the biggest enemy"

there I1s no workflow for
handling regressions @




| Everybody works with different
Interpretations of LKML mails from Linus




| Everybody works with different
Interpretations of LKML
maills from Linus




| Everybody works with different
Interpretations of varying subsets of LKML
maills from Linus




| Everybody works with different

Interpretations of varying subsets of LKML

mallsffrolm Linus, mixed with a combination
of rules




| Everybody works with different
Interpretations of varying subsets of LKML
mails from Linus, mixed with a combination
of rules either global or subsystem-
specific




| Everybody works with different
Interpretations of varying subsets of LKML
mails from Linus, mixed with a combination
of rules either global or subsystem-
specific, official or unofficial




| Everybody works with different
Interpretations of varying subsets of LKML
mails from Linus, mixed with a combination
of rules either global or subsystem-
specific, official or unofficial, written or
unwritten




Everybody works with different
Interpretations of varying subsets of LKML
mails from Linus, mixed with a combination

of rules either global or subsystem-
specific, official or unofficial, written or
unwritten, some of which are outdated




Everybody works with different
Interpretations of varying subsets of LKML
mails from Linus, mixed with a combination

of rules either global or subsystem-
specific, official or unofficial, written or
unwritten, some of which are outdated or
contradicting each other




| Everybody works with different
Interpretations of varying subsets of LKML
mails from Linus, mixed with a combination
of rules either global or subsystem-
specific, official or unofficial, written or
unwritten, some of which are outdated or
contradicting each other — while being free
to not care at all If a regressions made It
INnto a release deemed for end users.




let me illustrate the problem
with the audience




A patch is merged for 6.10-rcl;




A patch is merged for 6.10-rc1;
two days after 6.10-rcl Is out someone
reports It causes a regression;




A patch is merged for 6.10-rc1;
two days after 6.10-rcl Iis out someone
reports it causes a regression;
a straight-forward fix is posted, reviewed,
and merged to a subsystem tree on the
Friday before 6.10-rc4 comes out.




A patch is merged for 6.10-rc1;
two days after 6.10-rcl Iis out someone
reports it causes a regression;
a straight-forward fix is posted, reviewed,
and merged to a subsystem tree on the
Friday before 6.10-rc4 comes out.

Should it be send to Linus the following
Friday for mainlining into 6.10-rc5?




A patch is merged fﬂ!ﬂb
two days after 6.10-rcl Is out-someone

reports It causes a regression;
a straight-forward fix is posted, reviewed,
and merged to a subsystem tree on the
Friday before 6.10-rc4 comes out.

Should it be send to Linus the following
Friday for mainlining into 6.10-rc5?




A patch is merged for 6.9-rc1;
two days after 6.10-rcl Is out someone
reports it causes a regression,
a straight-forward fix is posted, reviewed,

and merged to g-8utrsysiem tree on the
Friday beforomes out.

Should it be send to Linus the-foffewng
Friday for mainlining int




A patch is merged for 6.9-rc1;
two days after 6.10-rcl Is out someone
reports it causes a regression,
a straight-forward fix is posted, reviewed,

and merged to g-subsystem tree on the
Friday beforomes out.

Should it be send to Linus thefallowing
Friday for mainlining int




A patch Is merged fomzmb
two days after 6.10-rcl Is outsomeone

reports It causes a regression;
a straight-forward fix is posted, reviewed,
and merged to a subsystem tree on the
Friday before 6.10-rc7 comes out.

Should it be send to Linus the following
Friday for mainlining into 6.107?




A patch Is merged fomiﬁb
two days after 6.10-rcl is outsomeone

reports It causes a regression;
a straight-forward fix is posted, reviewed,
and merged to a subsystem tree on the
Friday before 6.10-rc7 comes out.

Should it be send to Linus the following
Friday for mainlining into 6.107?




v . JUadble = mols N
Date: Thu, 28 Apr 2023 15:27:09 -0700 [thread overview]
Message-ID: <CAHk-=wis_qQy4oDNynNKi5b7Qhosmxtojljxo5wmB6SRUwWQUBQE@mail.gmail. com>

In-Reply-To:

d Ll h

On Thu, Apr 20, 2023 at 2:09 PM Toke Heiland-Jergensen <toke@toke.dk> wrote:
So, with a bit of prodding from Thorsten, I'm writing this to ask you if
you'd be willing to pull this patch directly from the mailing list as a
one-off? It's a fairly small patch, and since it's a (partial) revert
the risk of it being the cause of new regressions should be fairly
small.

Sure. I'm always open to direct fixes when there 1is no controversy
about the fix. No problem. I still happily deal with individual
patches.

And yes, I do consider "regression in an earlier release" to be a
regression that needs fixing.

There's obviously a time limit: if that "regression in an earlier
release" was a year or more ago, and just took forever for people
notice, and it had semantic changes that now mean that fixing the
regression could cause a _new_ regression, then that can cause me
go "Oh, now the new semantics are what we have to live with".

But something like this, where the regression was in the previous
release and it's just a clear fix with no semantic subtlety, I
consider to be just a regular regression that should be expedited -
partly to make it into stable, and partly to avoid having to put the
fix inteo _another_ stable kernel..

Linus

https://lore.kernel.org/all/CAHk-=wis_qgQy40DNynNKi5b7Qhosmxtoj1jxo5SwmB6SRUwQUBQ@mail.gmail.com/



And yes, I do consider "regression in an earlier release" to be a

regression that needs fixing.

https://lore.kernel.org/all/CAHk-=wis_qgQy40DNynNKi5b7Qhosmxtoj1jxo5SwmB6SRUwQUBQ@mail.gmail.com/



And yes, I do consider "regression in an earlier release" to be a
regression that needs fixing.

There's obviously a time limit: if that "regression in an earlier

release" was a year or more ago, and just took forever for people
notice, and it had semantic changes that now mean that fixing the
regression could cause a _new_ regression, then that can cause me
go "Oh, now the new semantics are what we have to live with".

https://lore.kernel.org/all/CAHk-=wis_qQy40DNynNKi5b7Qhosmxtoj1jxo5wmB6SRUwQUBQ@ mail.gmail.com/



A lot of regressions despite the
lack of agreed on guidelines
are handled quite well




many regression are fixed within
one, two, or three weeks @




others take three months @




others take three months @
and/or are never fixed In the series
in which they were introduced




A lot of regressions despite the
lack of agreed on guidelines
are handled quite well




A lot of regressions despite the
lack of agreed on guidelines
are handled quite well —
but many leave a lot to wish for, too.




A patch is merged for 6.10-rc1;




A patch is merged for 6.10-rc1,;
on Tuesday morning after its release someone reports
It causes a regression




A patch is merged for 6.10-rc1,;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;




A patch is merged for 6.10-rc1,;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
it then Is reviewed by Thursday morning;




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;

It makes it to -next a day later;




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports

It causes a regression a revert is able to fix;

after debugging a straight-forward fix is posted on

Wednesday morning and tested within hours;
_ it then is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;

It makes it to -next a day later;
it within a day or two is then send to Linus;




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports

It causes a regression a revert is able to fix;

after debugging a straight-forward fix is posted on

Wednesday morning and tested within hours;
_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
~ It makes it to -next a day later;
it within a day or two is then send to Linus;
Linus picks it up for 6.10-rc2.




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning andiestedyyvithin hours;
_ it then Is reviewed b ' Ing;
during Monday it then is comm D a subsystem tree;
It makes it to -next a day later;

It within a day or two is thepserdo Linus;
Linus picks it up f




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

aelS reviewed by Monday morning;
durinhen IS committed to a subsystem tree;
makes it to -next a day later,

It within a day or two Is thep-sere-tQ Linus;
Linus picks it up fo




A patch is merged for 6.10-rc1;

on Tuesday morning after its release someone reports

It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
~Itthen is reviewed by Monday morning;

during Friday it then is committed to a subsystem tree;

Aeree s-=eXt a day later;

Q[ one anda half weeks to Linus;

a




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
~Itthenis reviewed by Monday morning;
during Friday it then is committed to a subsystem tree;

makes it to -next a day later;
afthd a half weeks is thef-serg to Linus;
inus picks it up f




OF index : kernel/git/torvalds/linux.git

I N, S
LINUX Kernei source tree

about summary refs log tree | commit diff stats

author Linus Torvalds <torvalds@linux-foundation.org> 2024-09-0109:18:48 +1200
committer Linus Torvalds <torvalds@linux-foundation.org> 2024-09-0109:18:48 +1200
commit 6cd90e5ea72f35fa40f971c419e16142cd8272bf (patch)

tree €96a0616ebd6887506felfa9d0Bdeda22f95edd5

parent 8463be84486c19221198a76436d91771f395bb2eb (diff)

parent 98cOcc48e27e9d26%9a3eddb2acd72b486c88ecT7 (diff)

download linux-6cd90e5ea72f35.tar.gz

Merge branch 'fixes' of git://git.kernel.org/pub/scm/linux/kernel/git/groeck/linux-staging

Pull misc fixes from Guenter Roeck.

These are fixes for regressions that Guenther has been reporting, and
the maintainers haven't picked up and sent in. With rcé fairly imminent,
I'm taking them directly from Guenter.

https://git.kernel.org/torvalds/c/6cd90e5ea72f35



Re: Linux 6.11-rc6
2024-09-02 15:07 ~ Guenter Roeck
@ 2024-09-02 18:50 * Linus Torvalds
® siblings, @ replies; 5+ messages 1in thread
From: Linus Torvalds @ 2024-09-02 18:50 UTC (permalink / raw)
To: Guenter Roeck; +Cc: Linux Kernel Mailing List

On Mon, 2 Sept 2024 at ©8:07, Guenter Roeck <linux@roeck-us.net> wrote:

Thanks for merging my fixes branch; that was a bit unexpected.
Had I known, I would have made sure to collect all signatures.
I'll do that next time, just in case.

But who am I kidding? It will happen again.

I still think that me merging your branch was a sign of our process
not working 100% right, but hey, nothing ever does. So maybe this is
the way to deal with it in the future too.

Linus

https://lore.kernel.org/all/CAHK-%3DwinfSCVEVEGMUQMEYWFtp9b6YE0%2BSwWhVTB89OpHRS _ZEA@mail.gmail.com/




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-viorming-and tested within hours;
it then ic.reviewed bz Monday morning;
during Friday it then 1€_.committed 10 a subsystem tree;
It makes it to=riexid day.later
after two and a half weeks is then send to Linus;
Linus picks it up for 6.10-iT6.




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-viorming-and tested within hours;
it then ic.reviewed bz Monday morning;
during Friday it then 1€_.committed 10 a subsystem tree;
It makes it to=riexid day.later
after two and a half weeks Is then send to Linus;

1US DK IO O |U-]1C0O,

workflow problem: some subsystems take
a long time to review, commit, or mainline fixes




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-viorming-and tested within hours;
~ it then ic.reviewed bz Monday morning;
during Friday it then 1€_.committed 10 a subsystem tree;
It makes it t0=riexid day.later
after two and a half weeks Is then send to Linus;

1US DK IO O |U-]1C0O,

workflow problem: some subsystems lack
workforce to review, commit, or mainline faster




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-inorning-and tested within hours;
~Itthen iz.reviewed. birManday morning;
during Friday it then i.committed 10 a subsystem tree;
It makes it to -riext a dav-tater; _
after two and a half weeks is then send 10 Linus;

workflow problem: some sub-subsystems see
no urgency




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-viorming-and tested within hours;
~ it then ic.reviewed bz Monday morning;
during Friday it then 1€_.committed 10 a subsystem tree;
It makes it t0=riexid day.later
after two and a half weeks Is then send to Linus;

1US DK IO O |U-]1C0O,

workflow problem: submitted regression fixes
often look like any other patch




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-viorming-and tested within hours;
~ it then ic.reviewed bz Monday morning;
during Friday it then 1€_.committed 10 a subsystem tree;
It makes it t0=riexid day.later
after two and a half weeks Is then send to Linus;

1US DK IO O |U-]1C0O,

workflow problem: some maintainers don't want to
send Linus or their upstream a PR with just one fix




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday-viorming-and tested within hours;
~ it then ic.reviewed bz Monday morning;
during Friday it then 1€_.committed 10 a subsystem tree;
It makes it t0=riexid day.later
after two and a half weeks Is then send to Linus;

1US DK IO O |U-]1C0O,

workflow problem: maintainers send PRs
shortly after a new -rc




A patch is merged for 6.10-rc1;

on Tuesday morning after its release someone reports

It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
~Itthenis reviewed by Monday morning;

during Friday it then is committed to a subsystem tree;

Rake a-next a day later;

after two andahalf weeks I then send to Linus;

TS T p for 6.10-rc6.




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
~Itthenis reviewed by Monday morning;
during Friday it then is committed to a subsystem tree;
it.maliec.it to -next a day later;
after two and a half weeks Is then send to Linus;

workflow problem: different assumptions on how
long patches should be in -next




on Tuesday morning afte

It causes a regression ¢ BTt IS able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;




A patch is merged for 6.10-rc1,;

on Tuesday morning after 6.10-rc/ someone reports

It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;

it makec it to -nevxt a dav later:

should this be send to Linus for ihcj)usibn in 6.10
UL DEIOE S 1CASC

orkflow problem: some devs/maintainers are too carefu
hen it comes to mainlining last minute regression fixe




A patch is merged for 6.10-rc1;
on Tuesday morning after 6.10-rc/ someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

= eviewed by Thursday morning;
durineni ommittedta a subsystem tree;
Tthusdiever makes it to -nexc

should this be sent o+ . gsion in 6.10
right before its release?




A patch is merged for 6.10-rc1,;
on Tuesday morning after 6.10-rc/ someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

it then Is reviewed by Thursday morning;

11 WVUIINITTTHIWLOV U WV LW vune -

It thus never makes it to -next;
should this be send to Linus for inclusion in 6.10

rinht hafnro ite raloaca”

orkflow problem: developers are unsure if sending fixe
to Linus that never have been In -next




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
~ It makes it to -next a day later;
it within a day or two is then send to Linus;
Linus picks it up for 6.10-rc2.

reset to the one week example



A patch is merged for 6.10-rc1;
on Tuesday morning afte_r?ts release someon
It causes a regression a revert is able to fiX;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later;
It within a day or two Is then send to Linus;

Linus picks it up for 6.10-rc2.




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports

It causes a regression a revert is able to fix,

after debugging a straight-forward fix is posted on

Wednesday morning and tested within hours;
_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later;
It within a day or two Is then send to Linus;
Linus picks it up for 6.10-rc2.

workflow problem: reporting




A patch is merged for 6.10-rc1,;
on Tuesday mornrng after ItS reIease someone reports

atter debuggrng a strarght forward fix is posted on
A dnesday morning and tested Wrthrn houls.

during Thursday it then IS commrtted to a subsystem tree;
It makes it to -next a day later;
It within a day or two is then send to Linus;
Linus picks it up for 6.10-rc2.




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
Il CaUSEes-aTeyressioi d revert is-asre-te-fix:
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours:
_ It tNEM IS TEVIewet-oy-—Tuisuay 11orning;
during Thursday it then is committed to a subsystem tree;

It makes it to -next a day later;

it within a day or two is then send to Linus;
NS DICK . Ior 6 10-

*usually not* a problem: developing a fix @




A patch is merged for 6.10-rc1,;
on Tuesday morning after its release someone reports
catiloCo d IEUIC DIl a ITeve AJIT tC .
after five weeks of debugging, tests et. al. no fix
developers decide to appl
| cVvicweUu UV vy .
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later;

It within a day or two Is then-serelo Linus;
Linus picks it up f

IS found ano




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
——{C"CAUSES d regression a revert s duoie i ix;
after five weeks of debugging, tests et. al. no fix is found and
__developers decide to apply a revert:
_ it then is reviewed Dy Ihursday morning;
during Thursday it then is committed to a subsystem tree;

It makes it to -next a day later;

it within a day or two Is then send to Linus;
S PICK P 101 0.1U-

workflow problem: some developers try hard to avoid reverts




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
~ It makes it to -next a day later;
it within a day or two is then send to Linus;
Linus picks it up for 6.10-rc2.

reset to the one week example



on Tuesday morning afte o Jetearse someone reports
It causes a regres evert is able to fix;

after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then is reviewed by Thursday morning;
during Thursday it then is

committed to a subsystem tree;




A patch is merged f
on Tuesday morning after the 6.10-rc6 Tefease someone reports

It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ _ It makes it to -next a day later; _
It then is send to Linus during the next merge window;
Linus picks it up for 6.11-rcl.




A patch is merged for 6.6-rc1,
on Tuesday morning after the 6.10-rc6 release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;
_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;

|+ MAIIAA :-‘- e - _—— - - _— AI-- o~ pn

- : s |||ur\c_;o v v 'I_IC/\L A uay iawcr, )
It then is send to Linus during the next merge window;
Linus P 11-rcl.

workflow problem: some devs unsure where to queue fixes for
older regressions: for the current or next cycle?

|




A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;
after debugging a straight-forward fix is posted on
Wednesday morning and tested within hours;

_ it then Is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
~ It makes it to -next a day later;
it within a day or two is then send to Linus;
Linus picks it up for 6.10-rc2.

reset to the one week example



A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports

a Straight-forward fix is reviewed by Thursday morning;
during Tnarsaay STTTSCO =trtoarSunSySiem uvee;
It makes it to -next a day later;

It within a day or two Is then send to Linus;

Linus picks it up for 6.10-rc2.

and compress content and formatting



A patch is merged for 6.10-rc1;
on Tuesday morning after its release someone reports
It causes a regression a revert is able to fix;

a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later;

It within a day or two Is then send to Linus;

Linus picks it up for 6.10-rc2.




A patch.l A
on Tuesday morninga Flease someone reports
It causes a regression a revert Is able to fix;

a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later;

It within a day or two Is then send to Linus;

Linus picks it up for 6.10-rc2.




A patch is merged after 6.9-rc7;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
make 0_-next a day later;

&L six weeks in -next IS IPwhR-serdto Linus;
INUS PICK up 16

It a




A patch is merged after 6.9-rc7,;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;

a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
it makes it to_-next a day later;

It atier six weeks in -next I1s_thenr-send.to Linus;

LINUS PICKS 1t up fér 6.10-rc6.

workflow problem: no elevated handling for regressions that

—_recently made it into a release deemed for end users —
|




A patch is merged after 6.9-rc7;

on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;

a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
make 0_-next a day later;

it afi€Cnine weeks in -nexi3hen sand to Linus;

MUS PIeRS T updQr 6.11-rcl. >

workflow problem: no elevated handling for regressions that

—_recently made it into a release deemed for end users —
|




A patch is merged after 6.9-rc7;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ It makes It to -next a day later;
it after nine weeks in -next is then send to Linus;

The fix contains a 'Fixes:..."' tag, but no 'CC: <stable@..."; it's never

—Dhackported to 6.9.y or 6.10.y and reaches users only with 6.11, _——




A patch is merged after 6.9-rc7;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ It makes It to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ LITTUS PICKS 1T UP 101 0. 11-1CT. :
The fix contains a 'Fixes:..." tag, but no 'CC: <stable@..."; it's never

backported to 6.9.y or 6.10.y and reaches users only with 6.11.

———— | I o ——
workflow problem: fixes tags are sometimes

are missing or wrong

|




A patch is merged after 6.9-rc7;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;

_ It makes It to -next a day later;

it after nine weeks in -next is then send to Linus;

_ _ LITTUS PICKS 1T UP 101 0. 11-1CT. :
The fix contains a 'Fixes:...' tag, but not 'CC: <stable@..."; it's never

backported to 6.9.y or 6.10.y and reaches users only with 6.11.

—TeTated workflow problem: a lot of developers assume Fixes: —
tags suffice to initiate backporting — which they don't!

|




A patch is merged after 6.9-rc7;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ It makes It to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ LITTUS PICKS 1T UP 101 0. 11-1CT. :
The fix contains a 'Fixes:...' tag, but not 'CC: <stable@..."; it's never

backported to 6.9.y or 6.10.y and reaches users only with 6.11.

/’ - 4—\
workflow problem: some subsystems opted-out of

backporting commits with 'Fixes:' tag

|




A patch is merged after 6.9-rc7;
on Tuesday morning after the 6.9 release someone reports
It causes a regression a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ It makes It to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ Linus picks it up for 6-23=CT. _
The fix contains a 'Fixes:...' tag, but not 'CC: <stable@...'; it'5 never
backported to 6.9.y or 6.10.y and reaciies-t4sars-only-with 6.11.

related workflow problem: participating in stable(*) kerne
maintenance is entirely optional for mainline developers

|

(*) this here and later means longterm aka LTS kernels as well



[everything up until
the previous slide
was about mainlinej




[everything up until
the previous slide
was about mainlinej

We just entered stable/longterm territory!




A patch is merged-after 6.9-rc7; on Tuesday morning
' after the 6.10-rc1 f2lease someone reports
it causes a regressionn 6.9.2 aDevert is able to fix;
a straight-forward fix is revrewed Dy Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ Linus picks it up for 6.11-rcl. _
The fix contains a 'Fixes:..."' tag, but not 'CC: <stable@..."; it's never
backported to 6.9.y or 6.10.y and reaches users only with 6.11.




A patch is merged after 6.9-rc7; on Tuesday.marning
~after the 6.10-rcl release someone reports
It causes a regression in 6.9.2 a revert Is anie 10 fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later; _
It after nine weeks in -next is then send to Linus;
_ _ Linus picks it up for 6.11-rcl. _
The fix contains a 'Fixes:...' tag, but not 'CC: <stable@..."; it's never

backported to 6.9.y or 6.10.y and reaches users only with 6.11.
orkflow problem: people report such bugs to the stable lis
L—_’/’

|




A patch is merged after 6.9-rc7; on Tuesday.marning
~after the 6.10-rcl release someone reports
It causes a regression in 6.9.2 a revert Is anie 10 fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ Linus picks it up for 6.11-rcl. _
The fix contains a 'Fixes:..."' tag, but not 'CC: <stable@..."; it's never
backported to 6.9.y or 6.10.y and reaches users only with 6.11.

orktflow problem: mainline devs might not care because the

~night suspect its a bug stable bug introduced in 6.9.1 or 6.9.2__




A patch is merged after 6.9-rc7; on Tuesday morning
~ after the 6.10-rcl release someone reports
It causes a regression in 6.9.2 a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ It makes It to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ Linus picks it up for 6.11-rcl,
The fix contains a 'Fixes...." tag, but not:CC.: <stable@...'-1's never

backported to 6.9.y or 6.10.y and reaches users only with 6.11.

workflow problem: mainline developers not even in
this case are obliged to set a stable tag

|




A patch is merged after 6.9-rc7; on Tuesday morning
~ after the 6.10-rcl release someone reports
It causes a regression in 6.9.2 a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
It makes it to -next a day later; _
it after nine weeks in -next is then send to Linus;
_ _ Linus picks it up for 6.11-rcl,
The fix contains a 'Fixes...." tag, but not:CC.: <stable@...'-1's never

backported to 6.9.y or 6.10.y and reaches users only with 6.11.

workflow problem: mainline developers assume
a Fixes: tag is enough

|




Apateh-is-mearged aftn Wednesday it is
C_backported to 6.9.3 ahd right afterwards someone reports
It cCauSES aregression In mainline and stable a revert is able to fix;

a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
it makes it to -next a day later;
it after five weeks in -next is then send to Linus;
_ ~ Linus picks it up for 6.10-rc7.
The fix contains a 'Fixes:...' tag, but not 'CC: <stable@...";
It a few days later is backported to 6.9.y.




Apateh-is-mearged aftn Wednesday it is
_backported to 6.9.3 ahd right afterwards someone reports
It cCauSES aregression In mainline and stable a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ it makes it to -next a day later;
it after five weeks in -next is_ther=-serd o Linus;

It a few days later is backported




A patch is merged after 6.10-rc1; on Wednesday it is
~ backported to 6.9.3 and right afterwards someone reports
It causes a regression in mainline and stable a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
, it.makes-itto-next a day later;
it &fter five weeks in -next is.then.csend to Linus;
_ ~ LINUS pICKS It up far 6.10-rc7.
The fix contains a 'Fixes:..."' tag, butnot CC.: <stable@...";

It a few days later Is backported to 6.9.y.
workflow problem: mainline devs do not have to care abou
—stable and might wait till the end of the cycle to fix the problem___




A natch.ic. merged after 6.10-rc1; on Wednesday it is
~._ backported to 6.9.3 and right afterwards someone reports
It causes d regression in mainline and stable a revert is able to fix;
a straight-forward fix is reviewed by Thursday morning;
during Thursday it then is committed to a subsystem tree;
_ it makes it to -next a day later;
it after five weeks in -next is then send to Linus;
_ ~ Linus picks it up for 6.10-rc7.
The fix contains a 'Fixes...."' tag, but not 'CC..<stahle@...",

It a few days later Is backportec.to 6.9.y.

workflow oddity: stable team normally does not revert a
backported change, if it causes the same problem in mainline

|




This patch, as part of v6.10.3-rc3 breaks my TeVii s480 dual DVB-S2
card, reverting just this patch from v6.10-rc3 fixes the situation
again (a co-installed Microsoft Xbox One Digital TV DVB-T2 Tuner
keeps working).

-]

Btw. I can also reproduce this (both breakage and 'fix' by reverting
this patch) on a another x86_64 system that only has a single TeVif
s480 dual DVB-52 card (and no further v4l devices) installed. So I'm
seeing this on both sandy-bridge and raptor-lake x86_64 systems.

Wl WY WOV Y VWY VWY

This issue 1is also present in current linux HEAD (as of this moment,
v6.11-rcl-63-g21bl36cc63d2).

A clean revert of this commit 2052138b7da52adSccaf74f736d00T39alc9198cC
"media: dvb-usb: Fix unexpected infinite loop 1in
dvb_usb_read_remote_control()" avoids the problem for v6.11~ as well.

>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>

As this issue s in Linus's tree, please work to get it resolved there
first and then we will gladly take the changes here.

thanks,

greg k-h

https://lore.kernel.org/all/2024080325-blaming-lid-5f0d@gregkh/




Thorsten's wishlist




guielines or something like that that describes
Linus' expectations for everyone involved




wishlist (1/4):
* developers...
* ...react quickly to regressions reports
* ...provide at least some debugging aid when needed
* ...prioritize resolving mainline regressions over almost all other upstream work

* ...prioritize regressions even more if they recently made it into a release
deemed for end users

...CCs the regression list when replying [bonus points]

...tell regzbot about the report [many bonus points]




wishlist (2/4):

* developers...
* ...try to quickly provide a fix
* opt for a revert if a fix comes not in sight within few days
* ...add all tags required, recommended, or helpful:

Reported-by: for all reports

Link: / or Closes: for all reports

Tested-by:

Fixes: for all commits directly or indirectly fixed
Cc: <stable@vger.kernel.org> [when appropriate]
[Cc: <regressions@lists.kernel.org>?]




wishlist (3/4):
* reviewers...
 ...try to quickly review fixes

 ...prioritize regression fixes

e ...check or the stuff mentioned earlier




wishlist (4/4):
* maintainers...
* ...commit reviewed fixes for recent regressions quickly
* ...when needed mainline urgent fixes within a day or two or ask Linus
* ...usually mainline all fixes at the end of the week (Fri/Sat/Sun)
* ...sometimes even mainline fixes that not have been in -next
* ...have -fixes and -for-next branches that both are in —next [bonus points]

* ...only queue really dangerous fixes or fixes for non-recent regressions for the
next merge window




that's It; questions?




Thorsten Leemhuis

maill: linux@Ileemhuis.info
GPG Key: 0x72B6EGEF4C583D2D

#fediverse: @kernellogger@fosstodon.org (en),
@knurd42@social.linux.pizza (en)

#EOF
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