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The email workflow is great
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The email workflow
with Patchwork
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Patchwork

https://patchwork.kernel.org/

It is definitely a step forward
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Patchwork

https://patchwork.kernel.org/project/bluetooth/list/

tracks mailing list interactions
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Patchwork

Acked-by
Reviewed-by

Tested-by

https://patchwork.kernel.org/project/bluetooth/list/

both from humans
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Patchwork

https://patchwork.kernel.org/project/bluetooth/list/

Success
Warning

Fail

and from testing systems



Patchwork

https://patchwork.kernel.org/project/bluetooth/patch/20240606183032.684481-4-andreas@kemnade.info/
18

even show detailed testing reports



What is the next best thing?
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There's more than one way to skin pet a cat

20

https://lwn.net/Articles/952675/ 
kernel developers and maintainers, 
don't claim that mail clients are good 
for *tracking* the status of patches.
That's why we have patchwork and 
other similar tools, and git forges do 
a reasonable job there too compared 
to mail clients. When it comes to 
*reviewing* code, however, 
web-based UIs are just terrible.

https://lwn.net/Articles/952702/ 
Github as a solution feels like a 
non-starter...recall that git itself was a 
response to closed/commercial vcs.
Github also introduces governance 
issues for user accounts etc all in the 
hands if a commercial entity, which 
also seems unacceptable.
I would recommend something like a 
Gitea or Forgejo.

https://lwn.net/Articles/952688/ 
SourceHut has an interesting patch 
UI layered on top of email, coupled 
with the "hut" command line tool that 
allows patches to be merged directly 
from the message list id.
The ForgeJo (fork of Gitea used at 
Codeberg) folks are trying to create a 
forge-neutral format for messages like 
Pull Requests…

https://lwn.net/Articles/952699/
The kernel community needs to agree 
and adapt single point of entry and 
use for it's community and 
development and move it's 
development to the place where 
people reside these days (like Github) 
to attract new contributors.

https://lwn.net/Articles/952943/ 
I'd love to see a good distributed code 
review tool… The only example I know 
of is github.com/google/git-appraise.
Perhaps it's the only one cause it's 
good enough, and we all should get 
behind it?

https://lwn.net/Articles/952666/
"One of the things that doesn't seem to 
have been mentioned in this discussion 
is how off-putting the email format is 
for the non-initiated…  the kernel 
developer community might 
want to take a look at Gerrit"

https://lwn.net/Articles/952675/
https://lwn.net/Articles/952702/
https://lwn.net/Articles/952688/
https://lwn.net/Articles/952699/
https://lwn.net/Articles/952943/
https://lwn.net/Articles/952666/
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https://lwn.net/Articles/953136/ 
Half of the population has an IQ less 
than 100. Has always been like that.
You are just getting old and grumpy.

https://lwn.net/Articles/952937/ 
Western Civilization is collapsing, 
the majority of young people are 
useless for mankind, but there are 
still enough bright people who 
may still do many great things.

https://lwn.net/Articles/952798/ 
As far as I can tell, the kernel 
community doesn't feel a need to 
attract more contributors. And that 
seems right to me!
Linux is dominant, so lots of people 
have to contribute to the kernel to 
get their job done, so there's no 
need to attract more.

https://lwn.net/Articles/953136/
https://lwn.net/Articles/952937/
https://lwn.net/Articles/952798/
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We like Git forges.
🤷



Which Git forge to use?

❏ Gitea

❏ Forgejo

❏ Gerrit

❏ SourceHut

24

❏ GitHub

❏ GitLab

❏ Other: __________

❏ All of the above



Which Git forge to use?
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https://forgeperf.org/



What is the next best thing?
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We like Git forges.
We like GitLab.

🤷



Some just keep a mirror there
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https://gitlab.com/apparmor/apparmor-kernel
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Some just keep a mirror there
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Some also track issues
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https://gitlab.freedesktop.org/drm/nouveau/-/issues/
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Some also track issues
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https://gitlab.freedesktop.org/drm/xe/kernel/-/issues

https://gitlab.freedesktop.org/drm/xe/kernel/-/issues


Some also track issues
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https://gitlab.freedesktop.org/drm/i915/kernel/-/issues



Others use the CI
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Others use the CI
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


And some use MRs

34
https://gitlab.freedesktop.org/drm/msm/-/merge_requests?scope=all&state=merged

https://gitlab.freedesktop.org/drm/msm/-/merge_requests?scope=all&state=merged


And some use MRs… a lot!

35
https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests
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Let's focus on CILet's focus on CILet's focus on CI
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Let's focus on CI
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GitLab CI pipelines for the kernel

CI 
Repo

Kernel 
Tree
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Create a GitLab account

https://gitlab.com

https://datawarehouse.cki-project.org/kcidb/checkouts/148416


Create a GitLab account
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https://gitlab.com

https://datawarehouse.cki-project.org/kcidb/checkouts/148416


Create a GitLab account
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https://gitlab.com/users/sign_in



Create a GitLab account
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https://gitlab.com/users/sign_in



Create a GitLab account
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https://gitlab.com/users/sign_up



Create a GitLab account
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https://gitlab.com/users/sign_up



Create a GitLab account

Recommended:

● Two-factor authentication: gitlab.com/-/profile/two_factor_auth 
● Add SSH key: gitlab.com/-/user_settings/ssh_keys 

46

https://gitlab.com/-/profile/two_factor_auth
https://gitlab.com/-/user_settings/ssh_keys
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Create a CI repository

Create a folder
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Create a CI repository

Init the repo
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Create a CI repository

Add at least one commit
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Create a CI repository

Set the desired name for your repo under your namespace
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Create a CI repository

And push to create it in GitLab



Write the simplest CI YAML possible
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Now, to the CI configuration



Write the simplest CI YAML possible
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Their syntax is all documented at 
https://docs.gitlab.com/ee/ci/yaml



Write the simplest CI YAML possible
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Write the simplest CI YAML possible

55

Commit and push… but wait…
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How do we connect it to a tree?
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Option a: Clone it

How do we connect it to a tree?

Option b: Mirror it
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You can add a step to clone the tree

Hooking a tree! Option a: clone it
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Then use the CI repo itself

Hooking a tree! Option a: clone it
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https://gitlab.com/LPC24-demo/tree-ci/-/settings/ci_cd

To enable the CI config file

Hooking a tree! Option a: clone it
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https://gitlab.com/LPC24-demo/tree-ci/-/settings/ci_cd

To enable the CI config file

Hooking a tree! Option a: clone it
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And in the next push to the CI repo…
(or by manually triggering it)
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The pipeline will look like this

https://gitlab.com/LPC24-demo/tree-ci/-/pipelines
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https://gitlab.com/LPC24-demo/tree-ci/-/jobs/7822434337

And the job will look like this

Hooking a tree! Option a: clone it
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https://gitlab.com/LPC24-demo/tree-ci/-/jobs/7822434337

Hooking a tree! Option a: clone it
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https://gitlab.com/LPC24-demo/tree-ci/-/jobs/7822434337

Hooking a tree! Option a: clone it
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https://gitlab.com/LPC24-demo/tree-ci/-/jobs/7822434337

Hooking a tree! Option a: clone it
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Option a: Clone it

Option b: Mirror it

How do we connect it to a tree?
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https://gitlab.com/tales-aparecida/linux

Hooking a tree! Option b: mirror it

Let's start from a fork,
to save some resources
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https://gitlab.com/tales-aparecida/linux/-/forks/new

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux

Hooking a tree! Option b: mirror it
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Now let's configure the CI in the 
mirrored tree repo

https://gitlab.com/LPC24-demo/linux

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux/-/settings/ci_cd

Point to the file at the CI repo

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux/-/settings/ci_cd

Point to the file at the CI repo

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux/-/settings/ci_cd

And in the next push to the mirrored tree repo…
(or by manually triggering it)

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux/-/pipelines

The pipeline will look like this

Hooking a tree! Option b: mirror it
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https://gitlab.com/LPC24-demo/linux/-/pipelines

And that's it!

Hooking a tree! Option b: mirror it
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And what about tests?



Boot test

80

Booting in QEMU can be facilitated with

github.com/arighi/virtme-ng written by Andrea Righi (Canonical),

based on virtme, written by Andy Lutomirski

http://github.com/arighi/virtme-ng


Boot test
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We'll need some new dependencies



Boot test

82

We can define a basic boot check



Boot test
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And a new kind of .config



Boot test

84

Compile everything that we'll need



Boot test

85

And we can already boot!



Boot test
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Look at that green!

https://gitlab.com/LPC24-demo/linux/-/jobs/7824220490



Boot test
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It actually booted and tested!

https://gitlab.com/LPC24-demo/linux/-/jobs/7824220490



Boot test
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It actually booted and tested!

https://gitlab.com/LPC24-demo/linux/-/jobs/7824220490



89

Some real examples



Intel Xe DRM driver
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Intel Xe DRM driver

91
https://en.wikipedia.org/wiki/Intel_Xe

https://en.wikipedia.org/wiki/Intel_Xe


Intel Xe DRM driver
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https://lists.freedesktop.org/archives/intel-xe/2024-June/thread.html

Developed on a maillist

https://lists.freedesktop.org/archives/intel-xe/2024-June/thread.html


Intel Xe DRM driver
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https://intel-gfx-ci.01.org/

Normally uses Intel GFX CI

https://intel-gfx-ci.01.org/


Intel Xe DRM driver
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https://patchwork.freedesktop.org/project/intel-xe/series/

Which posts results to Patchwork

https://patchwork.freedesktop.org/project/intel-xe/series/


Intel Xe DRM driver
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https://lists.freedesktop.org/archives/intel-xe/2024-June/thread.html

Which then reports to the maillist

https://lists.freedesktop.org/archives/intel-xe/2024-June/thread.html


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel

But has the repo on GitLab

https://gitlab.freedesktop.org/drm/xe/kernel


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

Which has CI enabled

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/ci

Implemented in a separate repo

https://gitlab.freedesktop.org/drm/xe/ci


Intel Xe DRM driver
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Implemented in a separate repo

https://gitlab.freedesktop.org/drm/xe/ci

https://gitlab.freedesktop.org/drm/xe/ci


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

Running a few basic steps

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

checkpatch

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

checkpatch

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

kernel-doc

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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kernel-doc

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

Build

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver
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https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319

Build

https://gitlab.freedesktop.org/drm/xe/kernel/-/pipelines/974319


Intel Xe DRM driver

107
https://gitlab.freedesktop.org/drm/xe/ci/-/blob/3a062caac3828cb339ce97e3f4da52a7cd6132d7/kernel/.gitlab-ci.yml

The whole of CI YAML

https://gitlab.freedesktop.org/drm/xe/ci/-/blob/3a062caac3828cb339ce97e3f4da52a7cd6132d7/kernel/.gitlab-ci.yml


Multimedia and Television Support
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Multimedia and Television Support
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https://linuxtv.org/

https://linuxtv.org/


Multimedia and Television Support
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https://www.spinics.net/lists/linux-media/

Developed on a maillist

https://www.spinics.net/lists/linux-media/


Multimedia and Television Support
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https://patchwork.linuxtv.org/project/linux-media/list/

Tracked on Patchwork

https://patchwork.linuxtv.org/project/linux-media/list/


Multimedia and Television Support
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https://builder.linuxtv.org/

And using Jenkins

https://builder.linuxtv.org/


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media

Yet has a presence on GitLab

https://gitlab.freedesktop.org/linux-media


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-ci

And a sophisticated CI setup in a separate repo

https://gitlab.freedesktop.org/linux-media/media-ci


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-ci

Seriously, check out the README.md there!

https://gitlab.freedesktop.org/linux-media/media-ci


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Some pipeline highlights

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support
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Wait, there's more!

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886

https://gitlab.freedesktop.org/linux-media/media-staging/-/pipelines/1190886


Multimedia and Television Support

134
https://linux-media.pages.freedesktop.org/-/media-staging/-/jobs/59387936/artifacts/report.htm

Wait, there's more!

https://linux-media.pages.freedesktop.org/-/media-staging/-/jobs/59387936/artifacts/report.htm


Multimedia and Television Support

135
https://patchwork.devel.linuxdvb.org/project/linux-media/list/

Results submitted to patchwork



Multimedia and Television Support
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https://patchwork.devel.linuxdvb.org/project/linux-media/patch/20240506-cocci-locks-v1-2-a67952fe5d19@chromium.org/

Results submitted to patchwork



Multimedia and Television Support

137
https://patchwork.devel.linuxdvb.org/project/linux-media/patch/20240506-cocci-locks-v1-2-a67952fe5d19@chromium.org/

Which will be the entrypoint for those reports



Multimedia and Television Support

138
https://gitlab.freedesktop.org/linux-media/media-ci/-/blob/main/gitlab/media-ci.yml

But used via pushes and patches, 
not merge requests



Mesa3D
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Mesa3D
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https://mesa3d.org/

https://mesa3d.org/


Mesa3D

141
https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests?scope=all&state=merged

Developed fully on GitLab

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests?scope=all&state=merged


Mesa3D
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https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests?scope=all&state=merged

Wait a moment….

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests?scope=all&state=merged


Mesa3D

143
https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests?scope=all&state=merged

Whaaaaaa?....

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests?scope=all&state=merged


Mesa3D
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https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

One example

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989


Mesa3D
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One example

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989


Mesa3D

146

One example

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989


Mesa3D
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https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

Tended to by Marge Bot

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989


Mesa3D
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https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

Tended to by Marge Bot

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989
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https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

Tended to by Marge Bot

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989
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One example

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989
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One example

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989

https://gitlab.freedesktop.org/mesa/mesa/-/merge_requests/9989
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A recent successful pipeline

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259
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https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259

Check if pipeline can run

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259
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https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259

Prepare builders

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259
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https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259

Build test suites

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259


Mesa3D

156
https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259

Run tests in devices

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259
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https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259

Publish results

https://gitlab.freedesktop.org/mesa/mesa/-/pipelines/1175259
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https://devconfcz2023.sched.com/event/1MYgb/managing-ci-across-multiple-farms-for-gpu-testing

Check out the talk for details

https://devconfcz2023.sched.com/event/1MYgb/managing-ci-across-multiple-farms-for-gpu-testing
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https://www.youtube.com/watch?v=P8r5JHhsnTw

Check out the talk for details

https://www.youtube.com/watch?v=P8r5JHhsnTw
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https://dri.freedesktop.org/wiki/DRM/
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https://www.collabora.com/news-and-blog/blog/2024/02/08/drm-ci-a-gitlab-ci-pipeline-for-linux-kernel-testing/
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https://www.collabora.com/news-and-blog/blog/2024/02/08/drm-ci-a-gitlab-ci-pipeline-for-linux-kernel-testing/
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https://www.collabora.com/news-and-blog/blog/2024/02/08/drm-ci-a-gitlab-ci-pipeline-for-linux-kernel-testing/

DRM-CI is already upstream
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https://ossna2024.sched.com/event/1aBNe/quickly-test-your-kernel-with-gitlab-ci-helen-koike-collabora

Check out the talk for details
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Original patch from Tomeu Vizoso

What is DRM-CI
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Original patch from Tomeu Vizoso
● Used mostly by maintainers to validate patches

What is DRM-CI
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Original patch from Tomeu Vizoso
● Used mostly by maintainers to validate patches
● Derives from Mesa-CI project

What is DRM-CI
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let's compare them

https://gitlab.freedesktop.org/vigneshraman/linux/-/pipelines/1166575
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https://gitlab.freedesktop.org/vigneshraman/linux/-/pipelines/1166575

Prepare builders
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https://gitlab.freedesktop.org/vigneshraman/linux/-/pipelines/1166575

Build the kernel and test suites
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https://gitlab.freedesktop.org/vigneshraman/linux/-/pipelines/1166575

Run tests in devices
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They are the same picture

https://gitlab.freedesktop.org/vigneshraman/linux/-/pipelines/1166575
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How to join in the fun?
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Would you look at that
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https://www.kernel.org/doc/html/next/gpu/automated_testing.html#how-to-enable-automated-testing-on-your-tree

It's already documented
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https://www.kernel.org/doc/html/next/gpu/automated_testing.html#how-to-enable-automated-testing-on-your-tree

It's already documented
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https://www.kernel.org/doc/html/next/gpu/automated_testing.html#how-to-enable-automated-testing-on-your-tree

1, 2, 3, Go!
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https://gitlab.freedesktop.org/drm/kernel

Setup1. Plant a tree in gitlab.freedesktop.org
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https://gitlab.freedesktop.org/drm/kernel

SetupThat could mean forking the DRM tree
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https://gitlab.freedesktop.org/tales-aparecida/kernel

Your tree has been planted
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Setup2. Enable the CI file

https://gitlab.freedesktop.org/tales-aparecida/kernel
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Setup2. Enable the CI file

https://gitlab.freedesktop.org/tales-aparecida/kernel
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Setup2. Enable the CI file

https://gitlab.freedesktop.org/tales-aparecida/kernel/-/settings/ci_cd
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SetupSetting it to "drivers/gpu/drm/ci/gitlab-ci.yml"

https://gitlab.freedesktop.org/tales-aparecida/kernel/-/settings/ci_cd
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https://gitlab.freedesktop.org/drm/ci-ok

Setup3.  Request to be added to the drm/ci-ok group 
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https://gitlab.freedesktop.org/drm/ci-ok

Setup3.  Request to be added to the drm/ci-ok group 
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https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

SetupBy sending an email to 
dri-devel@lists.freedesktop.org
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SetupBut first the community needs to trust you

https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

to avoid 
misuse
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SetupThat might take some time

https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

You'd need 
to send a 

few patches 
to get there

The point 
being, 

DRM-CI is 
maintainer-o

riented
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https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

he point 
being, 

DRM-CI is 
maintainer-o

riented

Just push
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https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

he point 
being, 

DRM-CI is 
maintainer-o

riented

Just push
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https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

he point 
being, 

DRM-CI is 
maintainer-o

riented

Voilá!
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https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

he point 
being, 

DRM-CI is 
maintainer-o

riented

Voilá!
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https://gitlab.freedesktop.org/groups/drm/ci-ok/-/group_members

he point 
being, 

DRM-CI is 
maintainer-o

riented

Voilá!
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Specific to DRM subsystem

DRM-CI limitations
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Specific to DRM subsystem
● Only works on Freedesktop GitLab instance

DRM-CI limitations
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Specific to DRM subsystem
● Only works on Freedesktop GitLab instance
● Runners are shared across all projects on Freedektop

DRM-CI limitations
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Specific to DRM subsystem
● Only works on Freedesktop GitLab instance
● Runners are shared across all projects on Freedektop
● Mesa-CI uses the same devices and it is more time critical

DRM-CI limitations



DRM

200
https://www.youtube.com/watch?v=AUHUONWYTPw

● Specific to DRM subsystem
● Only works on Freedesktop GitLab instance
● Runners are shared across all projects on Freedektop
● Mesa-CI uses the same devices and it is more time critical

○ DRM-CI runs with lower priority

DRM-CI limitations
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Specific to DRM subsystem
● Only works on Freedesktop GitLab instance
● Runners are shared across all projects on Freedektop
● Mesa-CI uses the same devices and it is more time critical

○ DRM-CI runs with lower priority

DRM-CI limitations

Proposed new solution: KCI-GITLAB!



Mainline

202
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Patchset submitted on Feb 28th 2024

What is KCI-GITLAB
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https://www.youtube.com/watch?v=AUHUONWYTPw

● Patchset submitted on Feb 28th 2024
● Developed together with the KernelCI community

What is KCI-GITLAB
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CI for everyone

https://www.youtube.com/watch?v=AUHUONWYTPw

● Patchset submitted on Feb 28th 2024
● Developed together with the KernelCI community
● More generic solution (common base)

What is KCI-GITLAB
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"Devicetree like"

https://www.youtube.com/watch?v=AUHUONWYTPw

● Patchset submitted on Feb 28th 2024
● Developed together with the KernelCI community
● More generic solution (common base)
● Allows customizations (useful for subsystems)

What is KCI-GITLAB
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Mainline

Well documented from the start
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Mainline

https://lore.kernel.org/all/20240228225527.1052240-1-helen.koike@collabora.com/

Got a lot of feedback



209

Mainline

https://lore.kernel.org/all/17341b96-5050-4528-867a-9f628434e4e6@collabora.com/

Linus didn't block it
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Mainline

https://lore.kernel.org/all/17341b96-5050-4528-867a-9f628434e4e6@collabora.com/

Linus didn't block it
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Mainline

https://gitlab.com/helen-fornazier/linux/-/pipelines/1194633350

Humble beginnings



Red Hat
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https://gitlab.com/redhat/centos-stream/src/kernel

Development is fully on GitLab

https://gitlab.com/redhat/centos-stream/src/kernel
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests?scope=all&state=merged

Development is fully on GitLab

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests?scope=all&state=merged
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

Yes, with merge requests!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And it's full of tags!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And it's full of tags!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!



Red Hat

221
https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

And bots!
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

I got tired making bot screenshots
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

Check the link for much more
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

The point is no humans were involved in these checks
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/merge_requests/4235

The testing summary
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

Hides this

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

Which is …

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

… actually …

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

… five …

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

… pipelines …

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

… in …

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

… one.

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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And it's just one pipeline flavor. We're flexible!
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Don't ask us to show you our YAML
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The main part of a pipeline?

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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The main part of a pipeline?

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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Testing!

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921

https://gitlab.com/redhat/centos-stream/src/kernel/centos-stream-9/-/pipelines/1296113921
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Testing!

https://datawarehouse.cki-project.org/kcidb/checkouts/148416

https://datawarehouse.cki-project.org/kcidb/checkouts/148416
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These are test suites

https://datawarehouse.cki-project.org/kcidb/checkouts/148416

https://datawarehouse.cki-project.org/kcidb/checkouts/148416
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Only the applicable ones

https://datawarehouse.cki-project.org/kcidb/checkouts/148416

https://datawarehouse.cki-project.org/kcidb/checkouts/148416


So what?
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So what?

What's so good about GitLab?

● Git, duh
● Code review Web UI
● Automation API
● Best-of-breed CI

○ Gating, pre-merge
○ Post-merge
○ Results referenced by commits
○ Self-managed runners

● Self-managed instances
● Open-Core (MIT), and Open Source friendly

245



So what?

Common arguments against GitLab

● Centralization
○ Single point of failure
○ Controlled by a corporation
○ Not fully open, only "open-core"
○ Some features are "premium"
○ Requires signing in on each separate instance
○ Non-anonymous

● Web UI is slow and hard to navigate
● Need to be online to review code

246



So what?

Yes:

● Email workflow is flexible and democratic
● But is also fussy
● People will make their choice

247



So what?
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GitLab comes at a cost of
learning and limitations.

Yet saves you time and effort
through automation and integration



Need help?
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For help with your GitLab setup

reach out to KernelCI IRC channel
#kernelci at libera.chat

and the maillist
kernelci@lists.linux.dev



Discussion time!
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Thank you!



Join Us!
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IRC channel
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#kernelci at
libera.chat


