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Unifying and improving test regression reporting
and tracking
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The current CI systems for the kernel offer basic and low-level
regression detection and handling capabilities based on test results, but they do that in their own specific
way. We wonder if we can find more common ways of tackling the problem through post-processing the data
provided by the different CI systems. We could then extract additional “hidden” information, look at failure
trends, analyze and compare logs, as well as understand the impact of the test infra setup in a failure. This
would allow us to address the need to track the reported regressions status, creating a standard workflow
across the different tools.

Regzbot is proving itself as part of this standard workflow, but reporting the regressions from CI systems there
is hard as the volume could be high, the relevance of some regressions could be low, and false positives do
exist (a lot - specially for hardware testing). Better post-processing of the data and more standard workflows
can help more reports to get to the community without destroying the quality of the data provided by regzbot.

We’d like to briefly talk about the current status and limitations of the testing ecosystem regarding regressions,
exhibit the current efforts and strategies being developed, and start a discussion about contributions and plans
for the future.
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