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e Platforms supporting multiple tenants
(apps, VMs) rely on HW isolation
primitives managed by a single
host/privileged software

-- no separation of TCB

e RISC-V Supervisor Domains is a priv ISA
extension for isolation between multiple
privileged (S/H mode) software execution
contexts, thus enabling differentiated
trust models - it entails:

o Sdid & Memory Isolation - Smsdid, Smmtt

o Assigning interrupts to supervisor domains U
- Smsdia

o |O-MTT - associating IOMMU & MTT to -
supervisor domains "

o Metadata attached to address translation,
e.g. shared memory - Svpams

o Secure debug and performance
monitoring controls

https://qithub.com/riscv/riscv-smmitt/releases/download/v1.0.3/smmtt-spec.pdf
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e Rich-OS TEEs require dynamic access-control of Register 2: M-mode MTTP register (mttp) when XLEN=64. All sub-fields are WARL.
physical memory

o Region granularity (4KB and above multiples of mttp PA[55:46] PA[45:26) PA[25:17] PA[16:12]
page sizes) I g +

o Regions may be donated by a hosting domain to - ,
one or more supervisor domains 0 [ 0 0

(access-controlled by Smmtt)
o Supervisor domain manager can use existing priv

ISA (S-stage, G-stage page tables, SPMP) to J'@— )

Isolate between its workloads 1023
+
convert MTT 13
Table Size 8 KiB
Untrusted [ # of entries 1024
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Untrusted  |q——pt e at this level # of entnes ¥ of entries K
devices Addr Space/Entry. 64 MiB Addr Space/Entry. 4 KiB
reClaim 63 YYYYYYYYYYYYYYYYY 4 443 YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY
ZERO MTTL2 PPN
: : ' Figure 8: MTTL3 entry
® Supewlsor domain memaory aCcCesses may require &t )
metadata to be specified with access e.g. to identify 63 46454443
encryption contexts - Addressed by Svpams | R0 P e NR

Figure 9: MTTL2 entry
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Figure 8: MTTL3 entry
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Figure 9: NTTL2 entry
MTTL2 Entry Type Description, INFO and TYPE field encoding
16_allow The 1G range of address is allowed for the domain. The INFO field must be
0. When configuring 1G ranges, RDSM ensures that 16 MTTL2 entries, each
corresponding to 64M of address space, have identical TYPE field values.
16_disallow The 1G range of address is not allowed for the domain. The INFO field must
be 0. When configuring 1G ranges, RDSM ensures that 16 MTTL2 entries,
each corresponding to 64M of address space, have identical TYPE field
values.
MTT_L1_DIR The INFO field provides the PPN of the MTTL1 page. Entries of the MTTL1
page hold a 2-bit PERM field to indicate the access for the supervisor
domain (described in the MTTL1 entry Figure 10).
2M_PAGES The 64M range of address space is partitioned into 2M pages where each

page has access allowed/not. The INFO field bits 31:0 holds 1 bit per 2M
address range to indicate access disallowed(0b) or allowed (1b). INFO field

bits 43:32 are reserved (must be zero). « 00b - the 4K page specifies access is not allowed for the domain

* 01b - the 4K page specifies access is allowed for the domain

* 1xb - reserved (access causes access violation).
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https://qithub.com/riscv/riscv-smmtt/releases/download/v1.0.3/smmtt-spec.pdf

Figure 10: MTTL1 entry


https://github.com/riscv/riscv-smmtt/releases/download/v1.0.3/smmtt-spec.pdf

2 | Richmond, VA | Nov. 13-15, 2023

First POC
Datacenter Confidential Computing ... Client/Embedded TEE
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(MTT emulated via G-stage PT)
InTVM TCB In Non-confidential VM TCB




Overall design and current status
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e All memory is non-confidential by default
e Explicit memory region conversion marking confidential guest memory region Wis

P

e Explicit host physical pages conversion via sb/_covh convert pages

VMM

T™VM
4—P Shared

Memory

o Page table management
Untrusted
o [VM state management devices

e

o Ondemand zero pages

o Boot time measured pages (guest code & data payload)

e TLB management by via sbi_covh_[global/local]_fence after conversion

e Once converted, TSM can repurpose them for other TVMs until reclaim

e kvmtool support for now

o Cross-vm and Qemu-kvm will be supported in the future version

o guest_memfd implementation once gemu-kvm support is available
e Only one additional ABI added in the first version required by the spec

o KVM_RISCV_COVE_MEASURE_REGION

o Any unification plans in this area ?

convert

TVM
Confidential
Memory

reclaim

No
access
fo
untrusted
software
or to
other
TVMs



MMIO
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Host
e Explicit MMIO region registration from TVM via {Exittothehost (VMM + KVM) | -

. . . . with ecall Access the
sbi_covg [add |remove] mmio_region at runtime information MMIO

. . (o . . lts i
e TSM is notified about MMIO region at runtime ?desf o

. Emulat
e TSM forwards the fault to the host if request falls [ ~ oadisiore || [ opdatestre
within the guest defined region host for page ooy

Add/
remove
MMIO
region )
| (e
\_ fault handling _
e Host emulates the MMIO load/store for TVM TEE Security Manager (TSM)

Opens

e Explicit ABI call(current spec) vs PTE bits to indicate I/0 pages (suggested on lore)
e Device filtering

o All io-remapped memory converted to mmio region (implemented in 1st version)
o Authorized devices via device filtering approach (based on last TDX patches)
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Exit to the
' ' ' ' host for page
o Only paravirt /0O devices supported in the first host for page }
Version - D
S . . . Exit to the host \k
e (suestinitiates swiotlb bounce buffer sharing via with ecall Host 4 .
. . information (KVM) Access the TVM (LInUX)
Sbi_covg [share/unshare]_memaory_region : & esulsi
Share/Uns
e Arch hooks under mem_encrypt/decrypt - / \fault \/ e
: : invalidate/fence/unmap if Requests memory
e On-demand MappIng Via requested shared memory is 0 TEM t(;) add
. : confidential memory Share
sbi_covh_add_tvm_shared_pages at tfault time N TS T pages

\V

TEE Security Manager (TSM)

Opens

® Explicit ABI call (current spec)
VS

® PTE bits to indicate private/shared (suggested on lore)

o See current proposed Svpams extension in Smmtt spec.
o May require additional accept ABI for guest ?



Shared memory between host and TSM
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e Hostin VS mode results in traps for accessing hypervisor
evel CSRs
e [everages RISC-V Nested Acceleration (NACL) SBI

extension with some additional security rules
o Shared memory between the LO(e.g TSM) & L1(KVM) HOST (KVM) TVM (Linux)
hypervisor per host cpu e

e CoVE ABI defines the CSR & GPR state & access available in
NACL shared memory
o Trap related CSRS (htinst, htval)
o Guest time management CSRs (htimedelta &
vstimecmp)
o Guest interrupt enable state (vsie)
o GPRs to manage to TVM exits and MMIO loads
e TSM Ignores any updates from (untrusted) host to the CSRs
and non-writable GPRs

10



Interrupt assignment to confidential domain

Linux

Plumbers
Conference | Richmond, VA | Nov. 13-15, 2023

e Timer Interrupt
o Relies on Sstc extension which allows direct timer interrupt injection to guest

o vstimecmp (guest time compare CSR) read access for host but updates ignored
o [SM's responsibility to restore it while switching back to TV
o htimedelta updates once at TVM bootime by TSM. Host reads via NACL shared memory

e IPl/External Interrupt
o Only MSI based interrupt via RISC-V AlA specification

o Direct vs-level interrupts possible by VS interrupt file update

o Host domain can request confidential domain to inject allowed interrupts to TVM via
sbhi_covi_inject_ tvm_cpu

Host is responsible for convert/reclaim of VS interrupt file

Cach vepu migration causes interrupt files to be bind/unbind/rebind

This may result in co-ordinated TLB invalidation as well

(See next slide on supervisor domain S-mode interrupt file assignment)

O O O O
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hart
SD-0 SD -1 SD-2 ‘
mip SEIP msdeip
SEI-0 SEI-1 SEI-2
SD - 0 SD - 1 SD - 2 sdid — \
APLIC APLIC APLIC \ \
Or Or Or _ | | |
IMSIC IMSIC IMSIC msdeia |5 |4 |9
\ \ \ or_all_bits(msdeia & msdeie)
SEI-0 SEI-1 SEI-2
@ Supervisor domains need not be aware of other domains e All SD external interrupts reflected in a new M-mode CSR -
e FEach domain is associated with a dedicated IMSIC msdeia (expected to be a 64 bit CSR allowing for 64
S-interrupt file or an APLIC supervisor domains that can have external interrupts assigned)
o Each domain interacts with its interrupt controller e SDID selects the external interrupt for the hart from msdeia
instance as defined - no change to interface/behavior e M-mode can be interrupt using a new local interrupt - msdeip -
e MTT or PMP used to restrict a supervisor domain (and its that indicates if any of the SD external interrupts are pending -
devices) to its memory mapped registers can be masked using new M-mode CSR msdeie
e \Wires connected statically or configurable to APLICs o M-mode can use this interrupt for scheduling decisions
e |[IMSIC CSRs: siselect, sireg, stopei - operate on S-mode
register file selected per SDID
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0/A & Thanks
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e Smmtt TG is discussing an |IO-MTT LOMMU register
. . rogrammain ilncerrace
interface to enable device requests to l | emptay
map to a supervisor domain (and ToMMU-0 ToMMU-N | p| Rumcv
hence an IOMMU and an MTT) —T— -
E‘ %’l 2 2a. IOVA->SPA system
| y y Memory
. . Inbound °| | spa N
e Uses ratified RISC-V IOMMU with Request | 10 Interconnect a| | (inbound || .
MTT checker TOVA 1 1 oo onal | 20 1 controrter [
o PA resolved by |OMMU are 1.Reqg->Domain 2b. PA->access MTTCHK) structures
checked by MTT checker 1/0 MIT Checker MIT
SDCL MTTCHK
e RISC-V CoVE-IO TG defining ABI for
] I/0 MTT Checker
TEE'IO . . register programming
o Device attestation interface

o Device assignment to CoVE TVM
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