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Io_uring command is a new async-ioctl-like facility to attach io_uring capabilities to any arbitrary command
implemented by the underlying provider (driver, filesystem, etc.). The first use case of the construct is to
implement a new passthrough path to NVMe. This path guarantees both availability and scalability. It helps
both the early adopters of NVMe and the kernel community as emerging storage interfaces can be consumed
and user-space stack can evolve before cementing changes to other mature parts of the kernel (e.g. syscall,
filesystem, block-layer, etc.)

While initial support got merged into 5.19 Kernel, we are receiving a bunch of new voices from users. In this
BoF we go over to cover

« Io_uring command: current capabilities, elements (big SQE, big CQE) and generic communication-
model

« Modern nvme passthrough: how it compares against the block-path and legacy passthrough path

« Bunch of currently missing capabilities, either at the io_uring command level or at nvme-level. While
patches are out for a few, some are under development or at the planning stage. A discussion can
help in establishing a path forward for newer elements in this path e.g. multipath, iopoll, fixedbufs,
admin-only constraint, io-size limit etc.
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