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What I’m looking for 
today…

• Input on priorities. 
• Path to meeting those priorities.



Why QEMU emulation 
matters?

• See Ben Widawsky’s talk from last year.
• Allows flexible emulation of complex configurations.
• Poke all the paths, not just the ones that are easy to 

Mock.
• Different purpose but some overlap with in-kernel 

Mocking Interface.
• Not done yet, but CI testing…

https://www.youtube.com/watch?v=g89SLjt5Bd4


The Dream!

• CXL QEMU emulation sufficient to exercise ALL 
operating system support.

• I’m dreaming, so Fabric management as well.
• Maybe RTOS on management controller?

• Platform for specification prove out.
• Not public until spec release: need a baseline to do this fast.
• CXL PMU definition in CXL 3.0 benefited from this.



The BIG Trade-off

• PoC code is easy, upstreaming takes much longer.
• Often a PoC is enough to be fairly sure the kernel code 

is good…
• Doesn’t provide a good long term platform to test or 

build on.



What is upstream?

• CFMWS (x86), Host Bridge, Root Port, Switches, Type 3 
Devices.

• Everything* needed to bring up interleaved persistent 
memory Type 3 devices.

*If you want to bring it up twice you need serial number patch!



What else is ‘done’

• ARM support (blocked on lack of DT)
• DOE / CDAT (runtime autogen of content needed)
• DOE / Compliance (not of interest to me!)

https://lore.kernel.org/all/20220616141950.23374-1-Jonathan.Cameron@huawei.com/
https://gitlab.com/jic23/qemu/-/commit/958fec58582b5cc910d2da4e2b855e134bb2c0c3
https://gitlab.com/jic23/qemu/-/commit/3bdaafbfff3cbc6aa2da794c7c4f80bc9bc27970


Hacks / in progress

• CXL PMU
• Fabric manger over I2C / MCTP
• Switch CCI mailbox (stand alone PCI function) – not 

posted yet.
• SPDM
• Poison Injection

https://lore.kernel.org/all/20220824103617.21781-1-Jonathan.Cameron@huawei.com/
https://lore.kernel.org/all/20220520165909.4369-1-Jonathan.Cameron@huawei.com/
https://lore.kernel.org/all/20220906111556.1544-1-Jonathan.Cameron@huawei.com/
https://lore.kernel.org/all/20220620162056.16790-1-Jonathan.Cameron@huawei.com/


In Kernel, not QEMU

• Event logs.
• Security commands
• CXL 1.1 support (Restricted CXL Device – RCD)

https://lore.kernel.org/all/20220813053243.757363-1-ira.weiny@intel.com/


Fun for the future?

• Volatile capacity.
• Dynamic Capacity
• FM-API via mailbox end point – MLDs!

• Connect them to a switch with VCS roots in different RPs / PCI 
Expander Bridges.

• Exercise all the ‘fun’ corners.

• Fabric (small) – once the hardware interfaces defined.



What we need!

• More review.  
• QEMU community are great but we can’t expect them to 

review the CXL specific parts.

• More features. 
• All contributions welcome!



Thanks

• Ben Widawsky who started it all.
• Chris Browy and Huai-Cheng Kuo (DOE / CDAT etc)
• Michael Tsirkin – Upstream maintainer.
• QEMU reviewers (particularly those I kept pestering ;)


