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Linux Tracing and Events hierarchy:
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Linux Tracer is used for debugging and performance analysis of Kernel

Events Tracing Infrastructure:
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Multiple Instances of Tracing and Events
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Linux tracer provides mechanism to have multiple instances of 'tracing'

Each tracing instance have individual events directory known as 'Events Tracing Infrastructure'
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• 'Events Tracing Infrastructure' contains lot of files/directories (although depending upon the Kernel config)

• 'Events Tracing Infrastructure’ has 11742 files/directories = ~ 9 MB
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Eventfs: Metadata Structures - eventfs_inode, eventfs_file
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Eventfs: lookup and open
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Eventfs: lookup and open
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Eventfs: create file or directory
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Conclusion: Events Infrastructure memory footprint
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Note: Following readings are from Linux Kernel v5.12, events directory is having 11742 files/directories and 8 CPUs
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On-demand Eventfs:

Theoretical values

eventfs_inode + eventfs_file + name    80 + 16 + 32 = 128B

Files/Dirs in ‘events’ 128 * 11742 = ~ 1.5MB

Practical values

‘Events Infrastructure’                          ~ 6MB

Note: Following readings are from Linux Kernel v5.12, events directory is having 11742 files/directories and 8 CPUs
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Suggestions / Feedback:
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- Is this the correct way to dynamically create files/directories?

- Any better approach to improve memory footprint of Linux Tracer.

On going task:

- Analyzing why practical values are not matching with theoretical values.

- Enhance ‘On-Demand Eventfs’ to have one copy of Meta-data for Multiple Instances of Tracer.



Thanks
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